
www.android.universityupdates.in | www.universityupdates.in | www.ios.universityupdates.in 

JAWAHARLAL NEHRU TECHNOLOGICAL UNIVERSITY: KAKINADA 

KAKINADA – 533 003, Andhra Pradesh, India 

www.android.universityupdates.in | www.universityupdates.in | www.ios.universityupdates.in 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

http://www.android.universityupdates.in/
http://www.universityupdates.in/
http://www.ios.universityupdates.in/
http://www.android.universityupdates.in/
http://www.universityupdates.in/
http://www.ios.universityupdates.in/


www.android.universityupdates.in | www.universityupdates.in | www.ios.universityupdates.in 

JAWAHARLAL NEHRU TECHNOLOGICAL UNIVERSITY: KAKINADA 

KAKINADA – 533 003, Andhra Pradesh, India 

www.android.universityupdates.in | www.universityupdates.in | www.ios.universityupdates.in 

 

 

 

 

 

 

 

III Semester 

 

 
(ELECTIVE IV) 

 

UNIT –I: 

Random Processes:Discrete Linear Models, Markov Sequences and Processes, Point Processes, and 

Gaussian Processes. 

 
UNIT –II: 

Detection Theory:Basic Detection Problem, Maximum A posteriori Decision Rule, Minimum Probability of 

Error Classifier, Bayes Decision Rule, Multiple-Class Problem (Bayes)- minimum probability error with and 

without equal a priori probabilities, Neyman-Pearson Classifier, General Calculation of Probability of Error, 

General Gaussian Problem, Composite Hypotheses. 

 
UNIT –III: 

Linear Minimum Mean-Square Error Filtering: Linear Minimum Mean Squared Error Estimators, 

Nonlinear Minimum Mean Squared Error Estimators. Innovations, Digital Wiener Filters with Stored Data, 

Real-time Digital Wiener Filters, Kalman Filters. 

 
UNIT –IV: 

Statistics: Measurements, Nonparametric Estimators of Probability Distribution and Density Functions, 

Point Estimators of Parameters, Measures of the Quality of Estimators, Introduction to Interval Estimates, 

Distribution of Estimators, Tests of Hypotheses, Simple Linear Regression, Multiple Linear Regression. 

 
UNIT –V: 

Estimating the Parameters of Random Processes from Data: Tests for Stationarity and Ergodicity, Model-

free Estimation, Model-based Estimation of Autocorrelation Functions, Power Special Density Functions. 

 
TEXT BOOKS: 

1. Random Signals: Detection, Estimation and Data Analysis - K. Sam Shanmugan& A.M. Breipohl, 

Wiley India Pvt. Ltd, 2011. 

2. Random Processes: Filtering, Estimation and Detection - Lonnie C. Ludeman, Wiley India Pvt. Ltd., 

2010. 

L T P C 

3 0 0 3 

DETECTION AND ESTIMATION THEORY    
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REFERENCE BOOKS: 

1. Fundamentals of Statistical Signal Processing: Volume I Estimation Theory– Steven.M.Kay, 

Prentice Hall, USA, 1998. 

2. Fundamentals of Statistical Signal Processing: Volume I Detection Theory– Steven.M.Kay, Prentice 

Hall, USA, 1998. 

3. Introduction to Statistical Signal Processing with Applications - Srinath, Rajasekaran, Viswanathan, 

2003, PHI. 

4. Statistical Signal Processing: Detection, Estimation and Time Series Analysis – Louis L.Scharf, 

1991, Addison Wesley. 

5. Detection, Estimation and Modulation Theory: Part – I – Harry L. Van Trees, 2001, John Wiley & 

Sons, USA. 

6. Signal Processing: Discrete Spectral Analysis – Detection & Estimation – Mischa Schwartz, 

Leonard Shaw, 1975, McGraw Hill. 

 

Course Outcomes: 

At the end of this course, students will be able to 

1. Understand the mathematical background of signal detection an destimation 

2. Use classical and Bayesian approaches to formulate and solve problems for signal detection and 

parameter estimation from noisy signals. 

3. Derive and apply filtering methods for parameter estimation. 
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III Semester 

ADVANCED DIGITAL SIGNAL PROCESSING 

(ELECTIVE IV) 
 

UNIT –I: 

Review of DFT, FFT, IIR Filters and FIR Filters: 

Multi Rate Signal Processing: Introduction, Decimation by a factor D, Interpolation by a factor I, 

Sampling rate conversion by a rational factor I/D, Multistage Implementation of Sampling Rate 

Conversion, Filter design & Implementation for sampling rate conversion. 

 

UNIT –II: 

Applications of Multi Rate Signal Processing:Design of Phase Shifters, Interfacing of Digital 

Systems with Different Sampling Rates, Implementation of Narrow Band Low Pass Filters, 

Implementation of Digital Filter Banks, Sub-band Coding of Speech Signals, Quadrature Mirror Filters, 

Trans-multiplexers, Over Sampling A/D and D/A Conversion. 

 

UNIT -III: 

Non-Parametric Methods of Power Spectral Estimation: Estimation of spectra from finite duration 

observation of signals, Non-parametric Methods: Bartlett, Welch & Blackman-Tukey methods, 

Comparison of all Non-Parametric methods 

 

UNIT –IV: 

Implementation of Digital Filters:Introduction to filter structures (IIR & FIR), Frequency sampling 

structures of FIR, Lattice structures, Forward prediction error, Backward prediction error, Reflection 

coefficients for lattice realization, Implementation of lattice structures for IIR filters, Advantages of 

lattice structures. 

 

UNIT –V: 

Parametric Methods of Power Spectrum Estimation: Autocorrelation & Its Properties,Relation 

between auto correlation & model parameters, AR Models - Yule-Walker & Burg Methods, MA & 

ARMA models for power spectrum estimation, Finite word length effect in IIR digital Filters – Finite 

word-length effects in FFT algorithms. 

 
 

TEXT BOOKS: 

1. Digital Signal Processing: Principles, Algorithms & Applications - J.G.Proakis& D. G. Manolakis, 

4th Ed., PHI. 

2. Discrete Time Signal Processing - Alan V Oppenheim & R. W Schaffer, PHI. 

3. DSP – A Practical Approach – Emmanuel C. Ifeacher, Barrie. W. Jervis, 2 Ed., Pearson Education. 

 

REFERENCE BOOKS: 

1. Modern Spectral Estimation: Theory & Application – S. M .Kay, 1988, PHI. 
2. Multi Rate Systems and Filter Banks – P.P.Vaidyanathan – Pearson Education. 

3. Digital Signal Processing – S.Salivahanan, A.Vallavaraj, C.Gnanapriya, 2000,TMH 

4. Digital Spectral Analysis – Jr. Marple 

 
Course Outcomes: 

At the end of this course, students will be able to 

1. To understand theory of different filters andalgorithms 

2. To understand theory of multirate DSP, solve numerical problems and writealgorithms 

3. To understand theory of prediction and solution of normalequations 

4. To know applications of DSP at blocklevel 

L T P C 

3 0 0 3 
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III Semester 
L T P C 

3 0 0 3 

CODING THEORY AND APPLICATIONS 

(ELECTIVE IV) 

 

UNIT –I: 

Coding for Reliable Digital Transmission and Storage:Mathematical model of Information, A 

Logarithmic Measure of Information, Average and Mutual Information and Entropy, Types of Errors, 

Error Control Strategies. 

Linear Block Codes: Introduction to Linear Block Codes, Syndrome and Error Detection, Minimum 

Distance of a Block code, Error-Detecting and Error-correcting Capabilities of a Block code, Standard 

array and Syndrome Decoding, Probability of an undetected error for Linear Codes over a BSC, Hamming 

Codes. Applications of Block codes for Error control in data storage system 

 
UNIT –II: 

Cyclic Codes: Description, Generator and Parity-check Matrices, Encoding, Syndrome Computation and 

Error Detection, Decoding ,Cyclic Hamming Codes, Shortened cyclic codes, Error-trapping decoding for 

cyclic codes, Majority logic decoding for cyclic codes. 

 
UNIT –III: 

Convolutional Codes: Encoding of Convolutional Codes, Structural and Distance Properties, maximum 

likelihood decoding, Sequential decoding, Majority- logic decoding of Convolution codes. Application of 

Viterbi Decoding and Sequential Decoding, Applications of Convolutional codes in ARQ system. 

 
UNIT –IV: 

Burst –Error-Correcting Codes: Decoding of Single-Burst error Correcting Cyclic codes, Single- Burst-

Error-Correcting Cyclic codes, Burst-Error-Correcting Convolutional Codes, Bounds on Burst Error-

Correcting Capability, Interleaved Cyclic and Convolutional Codes, Phased-Burst –Error- Correcting 

Cyclic and Convolutional codes. 

 
UNIT -V: 

BCH – Codes: BCH code- Definition, Minimum distance and BCH Bounds, Decoding Procedure for BCH 

Codes- Syndrome Computation and Iterative Algorithms, Error Location Polynomials and Numbers for 

single and double error correction 

 

TEXT BOOKS: 

1. Error Control Coding- Fundamentals and Applications –Shu Lin, Daniel J.Costello,Jr, 

Prentice Hall, Inc. 

2. Error Correcting Coding Theory-Man Young Rhee- 1989, McGraw-Hill Publishing. 
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REFERENCE BOOKS: 

1. Digital Communications-Fundamental and Application - Bernard Sklar, PE. 

2. Digital Communications- John G. Proakis, 5th Ed., 2008, TMH. 

3. Introduction to Error Control Codes-Salvatore Gravano-oxford 

4. Error Correction Coding – Mathematical Methods and Algorithms – Todd K.Moon, 

2006, Wiley India. 

5. Information Theory, Coding and Cryptography – Ranjan Bose, 2nd Ed, 2009, TMH. 

 

Course Outcomes: 

On completion of this course student will be able to 

1. Learning the measurement of information and errors. 

2. Obtain knowledge in designing Linear Block Codes and Cyclic codes. 

3. Construct tree and trellies diagrams for convolution codes 

4. Design the Turbo codes and Space time codes and also their applications 
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III Semester 
L T P C

 
0 0 20 10 

 

(DISSERTATION) DISSERTATION PHASE – I AND PHASE – II 

 
Syllabus Contents: 

The dissertation / project topic should be selected / chosen to ensure the satisfaction of the urgent need to 

establish a direct link between education, national development and productivity and thus reduce the gap 

between the world of work and the world of study. The dissertation should have the following 

 Relevance to social needs of society 

 Relevance to value addition to existing facilities in the institute 

 Relevance to industry need 

 Problems of national importance 

 Research and development in various domain 

The student should complete the following: 

 Literature survey Problem Definition 

 Motivation for study and Objectives 

 Preliminary design / feasibility / modular approaches 

 Implementation and Verification 

 Report and presentation 

The dissertation stage II is based on a report prepared by the students on dissertation allotted to them. It 

may be based on: 

 Experimental verification / Proof of concept. 

 Design, fabrication, testing of Communication System. 

 The viva-voce examination will be based on the above report and work. 

 
Guidelines for Dissertation Phase – I and II at M. Tech. (Electronics): 

 As per the AICTE directives, the dissertation is a yearlong activity, to be carried out and evaluated 

in two phases i.e. Phase – I: July to December and Phase – II: January to June. 

 The dissertation may be carried out preferably in-house i.e. department‟s laboratories and centers 

OR in industry allotted through department‟s T & P coordinator. 

 After multiple interactions with guide and based on comprehensive literature survey, the student 

shall identify the domain and define dissertation objectives. The referred literature should 

preferably include IEEE/IET/IETE/Springer/Science Direct/ACM journals in the areas of 

Computing and Processing (Hardware and Software), Circuits-Devices and Systems, 

Communication-Networking and Security, Robotics and Control Systems, Signal Processing and 

Analysis and any other related domain. In case of Industry sponsored projects, the relevant 

application notes, while papers, product catalogues should be referred and reported. 

 Student is expected to detail out specifications, methodology, resources required, critical issues 

involved in design and implementation and phase wise work distribution, and submit the proposal 

within a month from the date of registration. 

 Phase – I deliverables: A document report comprising of summary of literature survey, detailed 

objectives, project specifications, paper and/or computer aided design, proof of 
concept/functionality, part results, A record of continuous progress. 

 Phase – I evaluation: A committee comprising of guides of respective specialization shall assess 

the progress/performance of the student based on report, presentation and Q &A. In case of 

unsatisfactory performance, committee may recommend repeating the Phase-I work. 
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 During phase – II, student is expected to exert on design, development and testing of the proposed 

work as per the schedule. Accomplished results/contributions/innovations should be published in 

terms of research papers in reputed journals and reviewed focused conferences OR IP/Patents. 

 Phase – II deliverables: A dissertation report as per the specified format, developed system in 

the form of hardware and/or software, a record of continuous progress. 

 Phase – II evaluation: Guide along with appointed external examiner shall assess the 

progress/performance of the student based on report, presentation and Q &A. In case of 

unsatisfactory performance, committee may recommend for extension or repeating the work 

Course Outcomes: 

At the end of this course, students will be able to 

1. Ability to synthesize knowledge and skills previously gained and applied to an in-depth study 

and execution of new technical problem. 

2. Capable to select from different methodologies, methods and forms of analysis to produce a 

suitable research design, and justify their design. 

3. Ability to present the findings of their technical solution in a written report. 

4. Presenting the work in International/ National conference or reputed journals. 
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III Semester 
L T P C

 
3 0 0 3 

OPEN ELECTIVES 

BUSINESS ANALYTICS 

Unit1: 
Business analytics: Overview of Business analytics, Scope of Business analytics, Business Analytics 

Process, Relationship of Business Analytics Process and organisation, competitive advantages of 

Business Analytics. 

Statistical Tools: Statistical Notation, Descriptive Statistical methods, 

Review of probability distribution and data modelling, sampling and estimation methods overview. 

 

Unit 2: 

Trendiness and Regression Analysis: Modelling Relationships and Trends in Data, simple Linear 

Regression. Important Resources, Business Analytics Personnel, Data and models for Business analytics, 

problem solving, Visualizing and Exploring Data, Business Analytics Technology 
 

Unit 3: 

Organization Structures of Business analytics, Team management, Management Issues, Designing 

Information Policy, Outsourcing, Ensuring Data Quality, Measuring contribution of Business analytics, 

Managing Changes. Descriptive Analytics, predictive analytics, predicative Modelling, Predictive 

analytics analysis, Data Mining, Data Mining Methodologies, Prescriptive analytics and its step in the 

business analytics Process, Prescriptive Modelling, nonlinear Optimization. 
 

Unit 4: 

Forecasting Techniques: Qualitative and Judgmental Forecasting, Statistical Forecasting Models, 

Forecasting Models for Stationary Time Series, Forecasting Models for Time Series with a Linear Trend, 

Forecasting Time Series with Seasonality, Regression Forecasting with Casual Variables, Selecting 

Appropriate Forecasting Models. 

Monte Carlo Simulation and Risk Analysis: Monte CarleSimulation 
Using Analytic Solver Platform, New-Product Development Model, Newsvendor Model, Overbooking 

Model, Cash Budget Model. 

 

Unit 5: 

Decision Analysis: Formulating Decision Problems, Decision Strategies   with   the   without Outcome 
Probabilities, Decision Trees, The Value of Information, Utility and Decision Making. 

 

Unit 6: 

Recent Trends in : Embedded and collaborative business intelligence, Visual data recovery, Data 
Storytelling and Data journalism 

Reference: 

1. Business analytics Principles, Concepts, and Applications by Marc J. Schniederjans, Dara G. 

Schniederjans, Christopher M. Starkey, Pearson FTPress. 

2. Business Analytics by James Evans, personsEducation. 

 
COURSE OUTCOMES 

1. Students will demonstrate knowledge of data analytics. 
2. Students will demonstrate the ability of think critically in making decisions based on data and 

deep analytics. 

3. Students will demonstrate the ability to use technical skills in predicative and prescriptive 
modeling to support business decision-making. 

4. Students will demonstrate the ability to translate data into clear, actionable insights 
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III Semester 
L T P C

 
3 0 0 3 

 
 

Unit-1: 

OPENELECTIVES 

INDUSTRIALSAFETY 

Industrial safety: Accident, causes, types, results and control, mechanical and electrical hazards, types, 

causes and preventive steps/procedure, describe salient points of factories act 1948 for health and safety,  
wash rooms, drinking water layouts, light, cleanliness, fire, guarding, pressure vessels, etc, Safety color 

codes. Fire prevention and firefighting, equipment and methods. 
 

Unit-2: 

Fundamentals of maintenance engineering: Definition and aim of maintenance engineering, Primary and 

secondary functions and responsibility of maintenance department, Types of maintenance, Types and 

applications of tools used for maintenance, Maintenance cost & its relation with replacement economy, 

Service life of equipment. 

 
Unit-3: 

Wear and Corrosion and their prevention: Wear- types, causes, effects, wear reduction methods, 

lubricants-types and applications, Lubrication methods, general sketch, working and applications, i.  

Screw down grease cup, ii. Pressure grease gun, iii. Splash lubrication, iv. Gravity lubrication, v. Wick 

feed lubrication vi. Side feed lubrication, vii. Ring lubrication, Definition, principle and factors 

affecting the corrosion. Types of corrosion, corrosion prevention methods. 

 

Unit-4: 

Fault tracing: Fault tracing-concept and importance, decision treeconcept, need and applications, 

sequence of fault finding activities, show as decision tree, draw decision tree for problems in machine 

tools, hydraulic, pneumatic,automotive, thermal and electrical equipment‟s like, I. Any one machine 

tool, ii. Pump iii. Air compressor, iv. Internal combustion engine,v. Boiler,vi .Electrical motors, Types 

of faults in machine tools and their generalcauses. 

 

Unit-5: 

Periodic and preventive maintenance: Periodic inspection-concept and need, degreasing, cleaning and 

repairing schemes, overhauling of mechanical components, overhauling of electrical motor, common 

troubles and remedies of electric motor, repair complexities and its use, definition, need, steps and 

advantages of preventive maintenance. Steps/procedure for periodic and preventive maintenance of: 

I. Machine tools, ii. Pumps, iii.Air compressors, iv. Diesel generating (DG) sets, Program and schedule 

of preventive maintenance of mechanical and electrical equipment, advantages of preventive 

maintenance. Repair cycle concept andimportance 

 

Reference: 

1. Maintenance Engineering Handbook, Higgins & Morrow, Da InformationServices. 

2. Maintenance Engineering, H. P. Garg, S. Chand andCompany. 

3. Pump-hydraulic Compressors, Audels, McgrewHillPublication. 

4. Foundation Engineering Handbook, Winterkorn, Hans, Chapman &HallLondon 
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III Semester 
L T P C

 
3 0 0 3 

 

 

 
 

Unit 1: 

OPENELECTIVES 

OPERATIONSRESEARCH 

Optimization Techniques, Model Formulation, models, General L.R Formulation, Simplex Techniques, 
Sensitivity Analysis, Inventory Control Models 

 

Unit 2 

Formulation of a LPP - Graphical solution revised simplex method - duality theory - dual simplex 

method - sensitivity analysis - parametric programming 
 

Unit 3: 
Nonlinear programming problem - Kuhn-Tucker conditions min cost flow problem - max flow problem - 
CPM/PERT 

 

Unit 4 

Scheduling and sequencing - single server and multiple server models - deterministic inventory models - 

Probabilistic inventory control models - Geometric Programming. 

 
 

Unit 5 

Competitive Models, Single and Multi-channel Problems, Sequencing Models, Dynamic Programming, 
Flow in Networks, Elementary Graph Theory, Game Theory Simulation 

 
 

References: 

1. H.A. Taha, Operations Research, An Introduction, PHI, 2008 
2. H.M. Wagner, Principles of Operations Research, PHI, Delhi, 1982. 

3. J.C. Pant, Introduction to Optimisation: Operations Research, Jain Brothers, Delhi, 2008 
4. Hitler Libermann Operations Research: McGraw Hill Pub. 2009 
5. Pannerselvam, Operations Research: Prentice Hall of India 2010 

6. Harvey M Wagner, Principles of Operations Research: Prentice Hall of India 2010 

 

Course Outcomes: 

At the end of the course, the student should be able to 

1. Students should able to apply the dynamic programming to solve problems of discreet and 

continuous variables. 

2. Students should able to apply the concept of non-linear programming 

3. Students should able to carry out sensitivity analysis 

4. Student should able to model the real world problem and simulate it. 
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III Semester 

 

 
OPEN ELECTIVE 

COST MANAGEMENT OF ENGINEERING PROJECTS 
 

 

Introduction and Overview of the Strategic Cost Management Process 

 

Cost concepts in decision-making; Relevant cost, Differential cost, Incremental cost and Opportunity 

cost. Objectives of a Costing System; Inventory valuation; Creation of a Database for operational 

control; Provision of data for Decision-Making. 

Project: meaning, Different types, why to manage, cost overruns centres, various stages of project 

execution: conception to commissioning. Project execution as conglomeration of technical and non- 

technical activities.Detailed Engineering activities. Pre project execution main clearances and 

documents Project team: Role of each member. Importance Project site: Data required with 

significance. Project contracts.Types and contents. Project execution Project cost control. Bar charts 

and Network diagram. Project commissioning: mechanical and process 

 

Cost Behavior and Profit Planning Marginal Costing; Distinction between Marginal Costing and 

Absorption Costing; Break-even Analysis, Cost-Volume-Profit Analysis. Various decision-making 

problems. Standard costing and Variance Analysis. Pricing strategies: Pareto Analysis. Target costing, 

Life Cycle Costing. Costing of service sector.Just-in-time approach, Material Requirement Planning, 

Enterprise Resource Planning, Total Quality Management and Theory of constraints.Activity-Based 

Cost Management, Bench Marking; Balanced Score Card and Value- Chain Analysis.Budgetary 

Control; Flexible Budgets;Performance budgets; Zero-based budgets.Measurement of Divisional 

profitability pricing decisions including transfer pricing. 

Quantitative techniques for cost management, Linear Programming, PERT/CPM, Transportation 

problems, Assignment problems, Simulation, Learning Curve Theory. 

 

References: 

1. Cost Accounting A Managerial Emphasis, Prentice Hall of India, New Delhi 

2. Charles T. Horngren and George Foster, Advanced Management Accounting 

3. Robert S Kaplan Anthony A. Alkinson, Management & Cost Accounting 
4. Ashish K. Bhattacharya, Principles & Practices of Cost Accounting A. H. Wheeler publisher 

5. N.D. Vohra, Quantitative Techniques in Management, Tata McGraw Hill Book Co. Ltd. 

L T P C 

3 0 0 3 
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L T P C

 
3 0 0 3 

 

OPEN ELECTIVE 

COMPOSITE MATERIALS 

 

UNIT–I: 

INTRODUCTION: Definition – Classification and characteristics of Composite materials. Advantages 

and application of composites. Functional requirements of reinforcement and matrix.Effect of 

reinforcement (size, shape, distribution, volume fraction) on overall composite performance. 

 

UNIT – II: 

REINFORCEMENTS: Preparation-layup, curing, properties and applications of glass fibers, carbon 

fibers, Kevlar fibers and Boron fibers. Properties and applications of whiskers, particle reinforcements. 

Mechanical Behavior of composites: Rule of mixtures, Inverse rule of mixtures. Isostrain and Isostress 

conditions. 

 

UNIT – III: 

Manufacturing of Metal Matrix Composites: Casting – Solid State diffusion technique, Cladding – Hot 

isostaticpressing. Properties and applications. Manufacturing of Ceramic Matrix Composites: Liquid 

Metal Infiltration – Liquid phase sintering. Manufacturing of Carbon – Carbon composites: Knitting, 

Braiding, Weaving. Properties and applications. 

 

UNIT–IV: 

Manufacturing of Polymer Matrix Composites: Preparation of Moulding compounds and prepregs – 

hand layup method – Autoclave method – Filament winding method – Compression moulding – 

Reaction injection moulding. Properties and applications. 

 

UNIT – V: 

Strength: Laminar Failure Criteria-strength ratio, maximum stress criteria, maximum strain criteria, 

interacting failure criteria, hygrothermal failure. Laminate first play failure-insight strength; Laminate 

strength-ply discount truncated maximum strain criterion; strength design using caplet plots; stress 

concentrations. 

 

TEXT BOOKS: 

1. Material Science and Technology – Vol 13 – Composites by R.W.Cahn – VCH, West 

Germany. 

2. Materials Science and Engineering, An introduction. WD Callister, Jr., Adapted by R. 

Balasubramaniam, John Wiley & Sons, NY, Indian edition,2007. 

 

 

References: 

1. Hand Book of CompositeMaterials-ed-Lubin. 

2. Composite Materials – K.K.Chawla. 

3. Composite Materials Science and Applications – Deborah D.L.Chung. 

4. Composite Materials Design and Applications – Danial Gay, Suong V. Hoa, and Stephen W. 

Tasi. 
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III Semester 
L T P C

 
3 0 0 3 

 
 

 

 
Unit-I: 

OPEN ELECTIVE 

WASTE TO ENERGY 

Introduction to Energy from Waste: Classification of waste as fuel – Agro based, Forest 

residue, Industrial waste - MSW – Conversion devices – Incinerators, gasifiers, digestors 
 

Unit-II: 

Biomass Pyrolysis: Pyrolysis – Types, slow fast – Manufacture of charcoal – Methods - Yields and 
application – Manufacture of pyrolytic oils and gases, yields and applications. 

 

Unit-III: 

Biomass Gasification: Gasifiers – Fixed bed system – Downdraft and updraft gasifiers – Fluidized bed 
gasifiers – Design, construction and operation – Gasifier burner arrangement for 

thermal heating – Gasifier engine arrangement and electrical power – Equilibrium and kinetic 
consideration in gasifier operation 

 

Unit-IV: 

Biomass Combustion: Biomass stoves – Improved chullahs, types, some exotic designs, Fixed bed 
combustors, Types, inclined grate combustors, Fluidized bed combustors, Design, construction and 

operation - Operation of all the above biomass combustors. 
 

Unit-V: 

Biogas: Properties of biogas (Calorific value and composition) - Biogas plant technology and status - Bio 
energy system - Design and constructional features - Biomass resources and their classification - Biomass 
conversion processes - Thermo chemical conversion - Direct combustion - biomass gasification 

- pyrolysis and liquefaction - biochemical conversion - anaerobic digestion - Types of biogas Plants – 

Applications - Alcohol production from biomass - Bio diesel production - Urban waste to energy 
conversion - Biomass energy programme in India. 

 

References: 

1. Non Conventional Energy, Desai, Ashok V., Wiley Eastern Ltd., 1990. 
2. Biogas Technology - A Practical Hand Book - Khandelwal, K. C. and Mahdi, S. S., Vol. I & II, 

Tata McGraw Hill Publishing Co. Ltd., 1983. 

3. Food, Feed and Fuel from Biomass, Challal, D. S., IBH Publishing Co. Pvt. Ltd., 1991. 
4. Biomass Conversion and Technology, C. Y. WereKo-Brobby and E. B. Hagan, John Wiley & 

Sons, 1996. 

http://www.android.universityupdates.in/
http://www.universityupdates.in/
http://www.ios.universityupdates.in/
http://www.android.universityupdates.in/
http://www.universityupdates.in/
http://www.ios.universityupdates.in/

	III Semester
	UNIT –I:
	UNIT –II:
	UNIT –III:
	UNIT –IV:
	UNIT –V:
	TEXT BOOKS:
	REFERENCE BOOKS:
	Course Outcomes:
	III Semester (1)
	(ELECTIVE IV)
	Review of DFT, FFT, IIR Filters and FIR Filters:
	UNIT –II: (1)
	UNIT -III:
	UNIT –IV: (1)
	UNIT –V: (1)
	TEXT BOOKS: (1)
	REFERENCE BOOKS: (1)
	III Semester (2)
	3 0 0 3
	UNIT –I: (1)
	UNIT –II: (2)
	UNIT –III: (1)
	UNIT –IV: (2)
	UNIT -V:
	TEXT BOOKS: (2)
	REFERENCE BOOKS: (2)
	Course Outcomes: (1)
	III Semester L T P C
	(DISSERTATION) DISSERTATION PHASE – I AND PHASE – II
	Guidelines for Dissertation Phase – I and II at M. Tech. (Electronics):
	III Semester L T P C (1)
	OPEN ELECTIVES BUSINESS ANALYTICS
	Unit 2:
	Unit 3:
	Unit 4:
	Unit 5:
	Unit 6:
	Reference:
	COURSE OUTCOMES
	III Semester L T P C (2)
	Unit-1:
	Unit-2:
	Unit-3:
	Unit-4:
	Unit-5:
	Reference: (1)
	III Semester L T P C (3)
	Unit 1:
	Unit 2
	Unit 3: (1)
	Unit 4
	Unit 5
	References:
	Course Outcomes: (2)
	III Semester (3)
	COST MANAGEMENT OF ENGINEERING PROJECTS
	References: (1)
	III Semester L T P C (4)
	OPEN ELECTIVE COMPOSITE MATERIALS
	UNIT – II:
	UNIT – III:
	UNIT–IV:
	UNIT – V:
	TEXT BOOKS: (3)
	References: (2)
	III Semester L T P C (5)
	Unit-I:
	Unit-II:
	Unit-III:
	Unit-IV:
	Unit-V:
	References: (3)

